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Vocabulary: Manifolds

Definition

A manifold (

with boundary, or “∂”

) is a compact space that
locally looks like Rn (

or Rn−1 × [0,∞)

).

COBORDISM AND FORMAL POWER SERIES

NEIL STRICKLAND

Thom’s cobordism theorem

The graded ring of cobordism classes of manifolds is

Z/2[x2, x4, x5, x6, x8, x9, x10, x11, x12, x13, x14, x16, x17, . . . ]

with one generator xk in each degree k not of the form 2i − 1.

• What does all this mean?
• Why is it interesting?
• How can we prove it?

Manifolds and cobordism

An n-dimensional manifold is a compact space M such that every point has a neighbourhood homeomor-
phic to an open ball in Rn, together with some extra structure to make sense of differentiation.

This surface is not a manifold, because the points on the red line do not have any neighbourhoods
homeomorphic to an open ball in R2.

A manifold with boundary is like a manifold except that some points are locally like Rn−1 × [0,∞) rather
than Rn.
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homeomorphic to an open ball in R2.

A manifold with boundary is like a manifold except that some points are locally like Rn−1 × [0,∞) rather
than Rn.

1Manifolds M0 and M1 are cobordant if there is a manifold W with boundary M0 qM1 (where q means
disjoint union).

This is an equivalence relation. In particular, it is associative, as we see by gluing cobordisms:

2

a manifold

not a manifold manifold with ∂
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Vocabulary: Bordisms

Good examples

“Most” of most naturally occuring spaces.

Curves in dimension 1, surfaces in dimension 2.

All finite CW-complexes are h’topy equivalent to a manifold.

Physical spacetimes.

. . . .

A bad example

The intersection of two manifolds does not always give a manifold:

• Spacetime is (perhaps) a manifold, with interesting topology on the very small scale (string theory)
and the very large scale (cosmology).

• Given any manifold M , we can pretend that M is spacetime, and see how electromagnetism, or
gravitation, or string theory would work out in this context. As this is really a mathematical exercise,
we are free to adjust the laws of physics to get better mathematical behaviour if appropriate. If we do
this the right way, we can end up with numerical invariants of M that we can use in the classification
problem. This has been especially fruitful in dimension 4 (Donaldson theory, Seiberg-Witten theory).

• These “physical” invariants often turn out to depend only on the cobordism class of M . This
phenomenon is closely related to Stokes’s Theorem: if W has boundary M and ω is a differential
form on W then

∫

W

dω =

∫

∂W

ω =

∫

M

ω.

• Many interesting geometric constructions give results that are only well-defined up to cobordism, as
illustrated below.

The intersection of two manifolds need not be a manifold.

4

perturb
 

If we move one or both manifolds a little, then the intersection becomes a manifold. However, the result
depends on precisely how we adjust things.

However, the intersection is well-defined up to cobordism:

There are many variations on this theme: constructions that need not give manifolds unless we make an
adjustment, where the adjusted result is only well-defined up to cobordism.

Outline of the proof of Thom’s theorem

• Reduction to homotopy theory
There are spaces M(m, k) such that MOn = πn+kM(m, k) for m, k � 0.
More cleanly, there is a spectrum MO such that MOn = πnMO.
This is a “twisted form” of a certain space BO.

• It is not too hard to calculate the mod 2 homology rings H∗BO, H∗MO and H∗H.
• The algebraic group spec(H∗H) acts freely on spec(H∗MO), with quotient spec(OW ), where OW is

the ring in Thom’s theorem. All this can be made explicit using formal power series.
• Basic facts about spectra allow us to conclude that π∗MO = OW .

The spaces B(n, k), E(n, k) and M(n, k)

B(n, k) is the space of k-dimensional subspaces of Rn+k.
5

a “bordism”
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Using manifolds to probe spaces

Definition

Cn(X ) := Z
{

∆n σ−→ X

∣∣∣∣
∆n the standard n–simplex,

σ continuous

}
,

C geom
n (X ) :=

{
M

σ−→ X

∣∣∣∣
M an n–dim’l manifold w/ ∂,

σ continuous

}
.

Claims

C geom
n (X ) is already an abelian monoid with cancellation under t,

and ∂ gives a map of monoids.

Hgeom
n (X ) = ker ∂/ im ∂ gives a homology theory:

It is valued in abelian groups.

It is invariant under homotopy equivalence.

It converts disjoint unions to direct sums.

It converts gluing sequences to long exact sequences.

“Dimension axiom”: Hgeom
∗ (pt)?
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The bordism ring

C geom
n (pt) :=

{
M

σ−→ pt

∣∣∣∣
M an n–dim’l manifold w/ ∂,

σ continuous

}
.

To calculate Hgeom
∗ (pt), we need to understand ker ∂ and im ∂.

ker ∂ are manifolds without boundary.

Manifolds with boundary contribute to relations:

If we move one or both manifolds a little, then the intersection becomes a manifold. However, the result
depends on precisely how we adjust things.

However, the intersection is well-defined up to cobordism:

There are many variations on this theme: constructions that need not give manifolds unless we make an
adjustment, where the adjusted result is only well-defined up to cobordism.

Outline of the proof of Thom’s theorem

• Reduction to homotopy theory
There are spaces M(m, k) such that MOn = πn+kM(m, k) for m, k � 0.
More cleanly, there is a spectrum MO such that MOn = πnMO.
This is a “twisted form” of a certain space BO.

• It is not too hard to calculate the mod 2 homology rings H∗BO, H∗MO and H∗H.
• The algebraic group spec(H∗H) acts freely on spec(H∗MO), with quotient spec(OW ), where OW is

the ring in Thom’s theorem. All this can be made explicit using formal power series.
• Basic facts about spectra allow us to conclude that π∗MO = OW .

The spaces B(n, k), E(n, k) and M(n, k)

B(n, k) is the space of k-dimensional subspaces of Rn+k.
5

 S1 t S1 t S1 = 0 ∈ Hgeom
1 (∗)

Definition

The resulting ring Hgeom
∗ (pt) is called the bordism ring.

(Remember that this is a natural place for “intersection theory”.)
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Features of the bordism ring

It is 2–torsion, since every closed manifold has a cylinder:

We write MOn for the set of cobordism classes of n-dimensional manifolds.
We can define addition and multiplication of cobordism classes by [M0]+[M1] = [M0qM1] and [M0][M1] =

[M0 ×M1].
Note that [M ] + [M ] = 0 because M qM is the boundary of M × [0, 1].

This makes MO∗ into a graded ring (if u, v ∈ MOn and w ∈ MOm then u+v ∈ MOn and uv ∈ MOn+m).

Why is this interesting?

• Many naturally ocurring spaces are manifolds. It would be nice to classify them in any way we can,
but this is very hard.

– 1-manifolds are just disjoint unions of circles, and are all cobordant to the empty set.
– 2-manifolds are surfaces, and are classified by their genus and by whether they are orientable. All

orientable surfaces are cobordant to the empty set, and all nonorientable surfaces are cobordant
to the Klein bottle.

– There is a rich and elaborate theory of 3-manifolds, which might lead to a complete classification
in the future.

– Very special things happen in dimension 4.
– In dimensions above 4, there is no hope of a complete classification.

3
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to the Klein bottle.
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It is empty in dimension 1:
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⇒ 0 = [S1].

In general, this seems to be a cousin of the classification problem.
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Using homotopy theory, we can completely compute this ring.
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Designer homotopy types

There are Eilenberg–Mac Lane spaces K (A, n) with

π∗K (A, n) =

{
A if ∗ = n,

0 otherwise.

They have two important properties:

Hn(X ;A) = HoSpaces(X ,K (A, n)),

Hn(X ;A) = colim
m

πn+m(X ∧ K (A,m)).

Claim

There are analogous spaces for Hgeom
∗ .

This gives us a program for computing Hgeom
∗ (pt): find these

special spaces and compute their homotopy.
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Grassmannians

Definition

B(m, k) is the space of k–planes in Rm+k .

E (m, k) is the space of pairs (V , v ∈ V ), V ∈ B(m, k).

M(m, k) = E (m, k) ∪ {∞}.

Example: m = 1, k = 1

B(1, 1) ' RP1 E (1, 1) M(1, 1) ' RP2
B(1, 1) is the space of lines through the origin in R2. This can be identified with a circle.

E(n, k) is the space of all pairs (V, v), where V is a k-dimensional subspace of Rn+k, and v ∈ V . Note
that the subspace where v = 0 can be identified with a copy of B(n, k).

E(1, 1) is the space of pairs consisting of a line in R2 and a point on that line. It can be identified with a
Möbius strip.

The space M(n, k) is obtained by adding a point at infinity to E(n, k), or equivalently, adding a boundary
to E(n, k) and collapsing it to a point. Note that B(n, k) ⊂ E(n, k) ⊂ M(n, k).
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M(1, 1) is the Möbius strip with its boundary circle collapsed to a point. This gives the real projective
space RP 2.

The Pontrjagin-Thom construction

Given a (based) map f : Sm+k → M(n, k), the space f−1(B(n, k)) will usually be a manifold of dimension
m. If it is not, we can make it so by adjusting f slightly. The resulting cobordism class [M ] depends only
on the homotopy class of f . This construction gives a map

πm+k(M(n, k)) → MOm

In the other direction, suppose we start with a manifold M of dimension m. We can harmlessly assume
that M ⊂ Rm+k for some k. For any point x ∈ M , let ν(x) be the space of vectors in Rm+k that are
orthogonal to M at x.

M

v(x)

x

This is a k-dimensional subspace of Rm+k, or in other words, a point of the space B(m, k). We thus have a
map

ν : M → B(m, k).

We also put
E(ν) = {(x,w) ∈ M × Rm+k | w ∈ ν(x)}

and T (ν) = E(ν) ∪ {∞}. We then have a map

φ : T (ν) → M(m, k)

given by φ(x,w) = (ν(x), w) and φ(∞) = ∞.
Next, we can choose a “tubular neighbourhood” of M in Rm+k, or in other words an embedding

θ : E(ν) → Rm+k

7
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The Pontryagin–Thom construction

Main claim

geometric cornerstone ∆n manifolds
homology functor Hn(−;A) Hgeom

n (−)
system of spaces {K (A, n)}n {M(m, k)}m,k

As justification, we need assignments

πn+kM(m, k)� Hgeom
n (pt).

The rightward direction: intersection theory

Sn+k ∩ B(m, k)
+ perturbation

B(m, k)

Sn+k M(m, k)
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The Pontryagin–Thom construction
The leftward direction

Start with an m–dimensional manifold M, as well as. . .

. . . an embedding M ⊆ Rm+k .

. . . an embedding of its normal bundle M ⊆ ν ⊆ Rm+k .

such that θ(x,w) ≈ x+ w when w is sufficiently small.

This allows us to define a map

θ# : Sm+k = Rm+k ∪ {∞} → E(ν) ∪ {∞} = T (ν)

by θ#(θ(x,w)) = (x,w) and θ#(z) = ∞ for z not in the image of θ. We put this together with our map

φ : T (ν) → M(m, k)

to get a map
φ ◦ θ# : Sm+k → M(m, k).

One can show that the homotopy class of this depends only on the cobordism class of the manifold M .
Using the above constructions, one can show that MOn = πn+kM(m, k) when m and k are large relative

to n.
We can also introduce the spectrum MO, which is the limit of the spectra S−k ∧ M(m, k) as m and k

tend to infinity. This satisfies MOn = πn(MO). It is closely related to the space BO, which is the limit of
the spaces B(m, k) as m and k tend to infinity. We will compute π∗(MO) by comparing it with H∗(MO).
(All homology groups in this talk have coefficients in Z/2.)

Groups and actions

We now discuss some groups and group actions that will turn out to be relevant for our analysis of
H∗(MO) and π∗(MO). It turns out to be convenient to discuss these structures as pure algebra first, before
making any connection with topology.

Let R be any ring in which 2 = 0. We write R[[t]] for the ring of formal power series over R. (A formal
power series is any expression of the form

∑∞
i=0 ait

i with ai ∈ R. Such series can be manipulated in an
obvious way without any consideration of convergence.)

Now put

B(R) = {f(t) ∈ R[[t]] | f(t) = 1 +O(t)}
T (R) = {g(t) ∈ R[[t]] | g(t) = t+O(t2)}
G(R) = {h(t) ∈ R[[t]] | h(s+ t) = h(s) + h(t), h(t) = t+O(t2)}

= {
∑

i

ait
2i | ai ∈ R, a0 = 1}

W (R) = {
∑

j

bjt
j+1 | bj ∈ R, b0 = 1, b2i−1 = 0 for i > 0} ⊆ T (R)

Note that B(R) is a group under multiplication and G(R) is a group under composition. Moreover, if
f(t) ∈ B(R) and h(t) ∈ G(R) then f(h(t)) ∈ B(R), which shows that G(R) acts on the right on B(R).
Similarly, G(R) acts on the right on T (R).

We also see that B(R) acts by multiplication on T (R), and this action is free and transitive.
8

M ν Rm+k ∪ {∞}

B(m, k) E (m, k) M(m, k).

Main claim

These constructions are inverses, so
Hgeom
n (pt) = colim

m,k
πn+mM(m, k).
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f(t) ∈ B(R) and h(t) ∈ G(R) then f(h(t)) ∈ B(R), which shows that G(R) acts on the right on B(R).
Similarly, G(R) acts on the right on T (R).

We also see that B(R) acts by multiplication on T (R), and this action is free and transitive.
8

m ∈ M ν Rm+k ∪ {∞}

(ν|m ⊆ Rm+k) ∈ B(m, k) E (m, k) M(m, k).

Main claim

These constructions are inverses, so
Hgeom
n (pt) = colim

m,k
πn+kM(m, k).
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Using stable homotopy to reduce the problem

Systems like S = {M(m, k)}m,k belong to stable homotopy.

The E–Adams spectral sequence attempts to recover π∗S from
E∗S + structure. (Not always possible: S can be “invisible” to E .)

Example

The Adams spectral sequence based on H∗(−;F2) is good for
computing the homotopy of 2–torsion objects.

Plan

Let’s use this machine to compute

{H∗(M(m, k);F2)}m,k  colim
m,k

πn+kM(m, k) = Hgeom
n (pt).
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Interlude: Algebraic geometry and group cohomology

Definition

The ring of (all) functions on G is the ring kG .

It is a commutative Hopf algebra with diagonal

∆ : kG → kG×G ,
∆ : f 7→ ((x , y) 7→ f (xy)).

It is dual to the group ring k[G ].

M a G–module � M a k[G ]–module
finiteness
� M∗ a kG–comodule
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Interlude: Algebraic geometry and group cohomology

Cohomology using sheaves over spaces

Y X SheavesY SheavesXf

f ∗

f∗

Cohomology: set f : X → pt and use H∗(X ;A) = π∗Rf∗A.

Modules over rings

M M ⊗R S

R S ModulesR ModulesS

N N

f
f ∗

f∗

Cohomology: use the unit f : k → S and H∗(S ;N) = π∗Rf∗N.
(This is uninteresting without more algebraic geometry.)
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M M ⊗R S

R S ModulesR ModulesS

N N

f
f ∗

f∗

Cohomology: use the unit f : k → S and H∗(S ;N) = π∗Rf∗N.

Comodules over Hopf algebras

M M

H G ComoduleskH ComoduleskG

N�kG kH N,

f
f ∗

f∗

where
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Back to the HF2–Adams spectral sequence

Definition

A(T ∈ AlgF2/) :=

{
f (x) ∈ T JxK

∣∣∣∣
f (x1 + x2) = f (x1) + f (x2)

f (x) = x + o(x2)

}

=



f (x) ∈ T JxK

∣∣∣∣∣∣
f (x) = x +

∞∑

j=1

c2j−1x
2j





Set A := F2[c1, c3, c7, c15, . . .],

AlgebrasF2/(A,T ) A(T )

ϕ x +
∑∞

j=1 ϕ(c2j−1)x2j .

'

A is a commutative Hopf algebra, but not of the form kG .

Theorem

H∗(X ;F2) is a comodule for A, i.e., a generalized representation.

The HF2–Adams SS starts w/ generalized group cohomology :

H∗(A;H∗(X ;F2))⇒ π∗X 2̂.
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The Adams spectral sequence applied to {M(n, k)}n,k

Calculations

H∗(colim
m,k

B(m, k)) ∼= H∗ colim
k

BO(k) ∼= H∗BO

∼= F2[b0, b1, b2, . . .]

= B.
Then, the Thom isomorphism gives

H∗(colim
m,k

M(m, k)) ∼= F2[b1, b2, . . .] =M.

Definitions (T still an F2–algebra)

A(T ) :=

{
f (x) ∈ T JxK

∣∣∣∣
f (x1 + x2) = f (x1) + f (x2)

f (x) = x + o(x2)

}
,

B(T ) := {f (x) ∈ T JxK|f (x) = 1 + o(x)} ,
M(T ) :=

{
f (x) ∈ T JxK

∣∣f (x) = x + o(x2)
}
.
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The Adams spectral sequence applied to {M(n, k)}n,k
Calculations (T still an F2–algebra)

A(T ) :=

{
f (x) ∈ T JxK
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f (x1 + x2) = f (x1) + f (x2)

f (x) = x + o(x2)

}
,

B(T ) := {f (x) ∈ T JxK|f (x) = 1 + o(x)} ,
M(T ) :=

{
f (x) ∈ T JxK

∣∣f (x) = x + o(x2)
}
.

B ∼= H∗(colim
m,k

B(m, k)), M∼= H∗(colim
m,k

M(m, k)).

Theorems

Any f ∈ M(T ) can be written uniquely as f = g ◦ h for g ∈ A(T ),
h(x) = x +

∑
j 6=2k aj−1x

j .

M is free over A, M is cofree over A.

Setting Q(T ) := {h ∈ T JxK | h = x +
∑

j 6=2k−1 ajx
j+1}, then

H∗(A;M) = Q is the cofixed points

and Hgeom
∗ (pt) = Q.
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Continuations

Punchline

Hgeom
∗ (pt) = Q = F2[cj | j ≥ 1, j 6= 2k − 1]

= F2[c2, c4, c5, c6, c8, c9, c10, c11, c12, c13, c14, c16, . . .].

We figured this out using stable homotopy and algebraic geometry.

Variations

Different sorts of bordism:

Oriented, spin, symplectic, . . . .

Complex, complex-orientable, . . .

 chromatic homotopy.
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The moral story: descent

Algebra

ModulesR ComodulesS⊗RS ModulesS

f ∗

H0

In excellent cases, the left-hand pair is an equivalence.

Topology

It’s possible to assign objects to concepts in stable homotopy:

stable homotopy S, mod–2 homology HF2.

There is a ring map f : S→ HF2, and its descent is controlled by
a coring HF2 ∧ HF2 with homotopy groups A.

A bridge

The Adams spectral sequence mediates between homotopy
(potentially very hard) and homology (pure algebra).
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Thank you!!
http://math.harvard.edu/˜ecp/latex/talks/bordism.pdf
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