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Quantum error correction with erasure qubits promises significant advantages over standard error
correction due to favorable thresholds for erasure errors. To realize this advantage in practice requires a qubit
forwhich nearly all errors are such erasure errors, and the ability to check for erasure errorswithout dephasing
the qubit. We demonstrate that a “dual-rail qubit” consisting of a pair of resonantly coupled transmons can
form a highly coherent erasure qubit, where transmon T1 errors are converted into erasure errors and residual
dephasing is strongly suppressed, leading tomillisecond-scale coherencewithin the qubit subspace.We show
that single-qubit gates are limited primarily by erasure errors, with erasure probability perasure ¼ 2.19ð2Þ ×
10−3 per gate while the residual errors are ∼40 times lower. We further demonstrate midcircuit detection of
erasure errors while introducing< 0.1% dephasing error per check. Finally, we show that the suppression of
transmon noise allows this dual-rail qubit to preserve high coherence over a broad tunable operating range,
offering an improved capacity to avoid frequency collisions. This work establishes transmon-based dual-rail
qubits as an attractive building block for hardware-efficient quantum error correction.
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I. INTRODUCTION

The path toward useful quantum error correction requires
qubits which have physical error rates well below the error
correction threshold. While many physical qubit platforms
have reached error rates below the surface code threshold
[1–5], a major frontier challenge is to continue driving
down error rates to reduce the overhead necessary to protect
logical qubits. In parallel with this effort, the growing field
of hardware-efficient error correction seeks to leverage or
engineer the noise properties of physical qubits to more
efficiently correct errors, effectively raising thresholds and
reducing overhead [6–10]. Recent examples include noise-
bias engineering and robust qubit encoding in supercon-
ducting bosonic modes [11,12].
The recently developed erasure qubit offers a compelling

path toward more relaxed error correction requirements
[13–16]. While most physical qubits exhibit undetectable
errors that occur within the qubit subspace, erasure qubits
are those in which the dominant error is leakage out of the
computational subspace, and for which these leakage errors
can be detected in real time. These erasure errors can be
corrected more efficiently, leading to higher thresholds and
reduced logical error rates [13–15,17–19]. To leverage this
advantage, erasure qubitsmust demonstrate (1) a large erasure
noise bias,which is the ratio of erasure errors to residual errors
within the qubit subspace, and (2) the ability to detect erasure
errors without introducing additional errors within the
subspace. While erasure qubit implementations have been
proposed in several architectures including neutral atoms
[13,19], ions [20,21], and superconducting qubits [14,16],
these ideas have only recently been implemented experimen-
tally using neutral atoms, demonstrating that a large fraction
of gate errors can be detected midcircuit and converted into
erasures [22], as well as the excision of state preparation and
Rydberg decay errors detected as erasures [23].
In this paper, we demonstrate that a superconducting

“dual-rail qubit” formed by two resonantly coupled trans-
mons meets both requirements for serving as an erasure
qubit. We show that the dual-rail qubit converts transmon
T1 errors into detectable erasure errors while passively
suppressing residual transmon dephasing, enabling a large
erasure noise bias while idling and during single-qubit
gates. We then demonstrate high-fidelity midcircuit erasure
detection using an ancilla qubit, and show that this
detection minimally degrades coherence within the dual-
rail subspace. Finally, we demonstrate that the dual-rail
qubit’s passive noise suppression allows it to maintain high
coherence while remaining broadly tunable, offering an
extra knob to dodge frequency collisions and improving the
prospects for qubit yield at scale.

II. DUAL-RAIL QUBIT

The dual-rail qubit is defined in the single-excitation
manifold of a pair of superconducting modes [14,16,24–28].

We use a pair of resonantly coupled transmons, as first
demonstrated in Ref. [28], where the logical subspace
consists of the hybridized symmetric and antisymmetric
states j0Li ¼ ð1= ffiffiffi

2
p Þðj01i − j10iÞ and j1Li ¼ ð1= ffiffiffi

2
p Þ

ðj01i þ j10iÞ. This encoding allows T1 decay of the under-
lying transmons, which constitutes the fundamental limit to
transmon coherence, to be converted to erasure errors in the
form of leakage to the j00i state [Figs. 1(a)–1(c)].
Crucially, in addition to converting T1 errors into erasure

errors, the resonant coupling between j01i and j10i with
strength g acts as a passive decoupling mechanism which
strongly suppresses the impact of low-frequency noise on
the underlying transmons [14,28], analogous to continuous
dynamical decoupling in driven systems [29–31]. This is
illustrated by the dual-rail energy gap EDR ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2gÞ2 þ δ2

p
,

where δ is the frequency difference between the two
transmons which inherits frequency noise from each trans-
mon. When g ≫ δ, frequency noise is suppressed accord-
ing to EDR ≈ 2gþ δ2=4g, allowing the dual-rail energy gap
to be orders of magnitude more stable than the underlying
transmons (see Appendix M for a more detailed analysis).
This noise suppression enables a large erasure noise bias, in
which dephasing errors within the subspace are suppressed
and the dominant error mechanism is erasure errors due to
the underlying transmon T1.
Our experiments utilize a superconducting quantum

circuit with three tunable transmons, two of which (Q1
and Q2) form the dual-rail qubit and are parked on
resonance with one another, while the third (Q3) is used
as an ancilla qubit (Fig. 1). Experimental sequences
involving dual-rail erasure qubits are illustrated in Fig. 1(d),
with calibration routines presented in Appendices D and E.
Each sequence begins with a microwave pulse on Q1 to
initialize the logical j1Li. Single-qubit gates within the
dual-rail subspace are performed by flux modulation of Q2
at the frequency 2g ¼ 2π × 180 MHz, with the phase of the
flux modulation defining the axis of the drive field. At the
end of the circuit, the dual-rail qubit is measured by
adiabatically separating the two transmons with a flux
pulse on Q2 such that the two logical states j0Li; j1Li map
to the pair states j01i and j10i, respectively, whereupon the
two transmons are jointly read out [28]. Dual-rail qubit
operation is illustrated in Fig. 1(f) by a spin-echo experi-
ment, where the final readout shows both coherent oscil-
lations within the j0Li; j1Li subspace as well as leakage to
j00i due to transmon T1 decay.
During the experimental sequence, periodic erasure

checks may be performed to identify if the system decayed
into j00i. This is done by leveraging a dispersive shift on
the ancilla qubit which depends on whether the dual rail is
in j00i or if it remains in the logical subspace [Fig. 1(e)].
The erasure check consists of a conditional π pulse on the
ancilla which is resonant only if the dual rail is in j00i,
followed by ancilla state readout. We note that a similar
procedure using a directly coupled readout resonator could
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also be used for erasure detection, but would require
more carefully engineered symmetric coupling strengths
to avoid dephasing as discussed in Ref. [14]. Such erasure
checks are critical tools when using erasure qubits for
quantum error correction, and as discussed below, are also
necessary for characterizing the coherence properties of the
dual-rail qubit.

III. COHERENCE WITHIN THE
DUAL-RAIL SUBSPACE

A key metric for erasure qubits is the erasure noise bias,
which should be ≫ 1 in order to benefit most significantly
from erasure conversion [13]. This should hold for errors
while idling, requiring that the coherence within the logical
subspace is much longer than the erasure lifetime, as well
as during gates. To probe error rates within the subspace,
we perform coherence and gate benchmarking experiments
and postselect on shots where the system stays in the dual-
rail subspace. We note that postselection is used here only
to characterize the nonerasure error rates and would not be
needed in a concatenated surface code architecture as
described in Ref. [14].
We postselect against leakage by relying on both the

final readout of the dual-rail pair as well as a sequence
of erasure checks performed during the measurement
[Fig. 2(a)]. These midcircuit erasure checks are important
to catch events in which the system decays into j00i during

the circuit but then heats back into the dual-rail subspace;
without such checks, this decay and reheating process
limits the dephasing time that can be measured using only
the final readout. Erasure checks are evenly spaced during
the coherence measurement and successfully mitigate the
contributions of decay and reheating events as long as they
are repeated with a spacing shorter than the transmon T1

times (see further discussion in Appendix J).
We find that while the two transmons Q1 and Q2

individually have TCPMG
2 at the microsecond and tens of

microseconds scales, the TCPMG
2 within the dual-rail sub-

space (postselected against erasure errors) is > 500 μs,
ranging from 543ð23Þ μs for one echo pulse to 1.25(8) ms
for 256 echo pulses [Figs. 2(b) and 2(c)]. The dual-rail T1

fits to an extrapolated T1 ¼ 906ð15Þ μs [Fig. 2(d)]. These
millisecond-scale coherence times are far longer than the
timescale for decay out of the subspace into j00i, which
occurs at a characteristic erasure lifetime Terasure ∼ 30 μs
[Fig. 2(b)] set by the underlying transmon T1 values
15–35 μs (Table I). The ratio of these timescales defines
the erasure noise bias for idling errors, TCPMG

2 =Terasure ≳
20, confirming that the dominant error on the dual-rail qubit
while idling is erasure errors.
Several effects can limit the coherence within the dual-

rail subspace at the millisecond level and are discussed in
Appendix N. The most dominant contribution is thermal
Johnson-Nyquist noise on the flux lines, which is expected

FIG. 1. Dual-rail erasure qubit encoding. (a) Our circuit has three tunable transmons: Q1 and Q2 form the dual-rail qubit, and Q3 is an
ancilla qubit used for erasure detection (insets: tuning ranges, with primary operating point marked). (b) Microwave spectroscopy of Q1
as Q2 is tuned into resonance, exhibiting an avoided crossing with gap 2g=2π ¼ 180 MHz. (c) The dual-rail subspace is the symmetric
and antisymmetric combination of j01i and j10i. Decay of the underlying transmons leads to detectable leakage to j00i, constituting an
erasure error. (d) Circuits begin with a 40 ns microwave pulse to initialize j1Li, followed by single-qubit gates enacted by flux
modulation of Q2, and finally the qubits are adiabatically separated and jointly read out. (e) We perform spectroscopy on the ancilla after
initializing the dual-rail pair in j00i (blue), j1Li (orange), or j0Li (green, trace not shown). Erasure checks are performed by applying a
microwave pulse on the ancilla which is resonant only if the dual-rail pair is in j00i (blue vertical line). (f) Spin-echo experiment on the
dual-rail qubit where the phase of the final π=2 is stepped, showing both coherent fringes within the subspace and also decay out of the
subspace with a lifetime of ∼30 μs. Error bars denote 68% confidence intervals unless otherwise specified.
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to limit the T1 within the dual-rail subspace to ∼1 ms. We
therefore hypothesize that this is the limiting contribution
for our measured T1; this effect can be mitigated with
further cryogenic attenuation of the fast-flux line and will
be studied in future work. Other effects, including residual
sensitivity to transmon frequency noise, photon fluctua-
tions in readout resonators, and leakage into the two-photon
manifold, can all limit dual-rail coherence at the level of
several milliseconds. While the measured T1 is attributed to
Johnson noise, the T2 may be limited by a combination of
these effects and requires further investigation.
We find that the dual-rail T�

2 phase coherence without
dynamical decoupling is limited by a separate effect: slow,

seconds-scale telegraph noise on the dual-rail frequency
(Fig. 13). We correlate this frequency instability with
similar telegraph noise on one of the underlying transmons
(Q1) and attribute this to a nearby toggling two-level
system (TLS) defect at 4.98 GHz (Appendix K). This
behavior is consistent with a dispersive coupling model
discussed in Appendix N 3 and may offer a new probe for
TLS behavior. Nonetheless, the switching time is suffi-
ciently slow that this noise is effectively mitigated with
dynamical decoupling.
To validate that long dual-rail coherence times with

dynamical decoupling translate to high-fidelity gates,
we characterize single-qubit X90 gates on the dual-rail
qubit, enacted by 48 ns flux-modulation pulses on Q2
(Appendix E). We perform Clifford randomized bench-
marking (Fig. 3), in parallel with frequent erasure checks,
and measure an erasure error probability of 2.19ð2Þ × 10−3

per X90, consistent with the duration of the gate relative to

FIG. 3. Single-qubit randomized benchmarking. (a) The ran-
domized benchmarking circuit uses random Cliffords, each
implemented as two X90 pulses with appropriate phase shifts
[33]. In parallel, we perform 11 erasure checks evenly spaced
throughout the circuit, regardless of depth. The X90 pulse is a
Gaussian-shaped 48 ns flux pulse on Q2 along with a 0.067 rad
phase correction. An example timing diagram is presented in
Fig. 9. (b) We plot the postselection probability (green) as a
function of circuit depth and fit to an exponential decay to 0 to
extract the erasure error per Clifford of 4.38ð3Þ × 10−3. The
postselected survival probability within the dual-rail subspace
(blue), averaged over 200 random circuits for each depth, is fit to
an exponential decay with offset 1=2 and gives a residual error
rate of 1.01ð1Þ × 10−4 per Clifford. Individual outcomes for
random circuits are plotted with transparency. We symmetrize
readout errors by alternating measurements in which the ideal
outcome is j0Li or j1Li. The X90 gate errors are half those of the
Clifford gate, with erasure error 2.19ð2Þ × 10−3 and residual error
5.06ð6Þ × 10−5. Similar error rates are computed when postse-
lecting only on midcircuit erasure checks (Appendix F).

FIG. 2. Millisecond-scale coherence within the dual-rail sub-
space. (a) We measure T2 coherence with a CPMG (Carr-Purcell-
Meiboom-Gill) sequence [32] consisting of N π pulses with a
total evolution time of Nτ. In parallel, we perform a sequence of
Ne ¼ 11 erasure checks, evenly spaced by τe ¼ Nτ=ðNe − 1Þ.
Coherence data are postselected against leakage using both the
final dual-rail readout and also the midcircuit erasure checks.
(b) Example experiment with N ¼ 64 π pulses, where the final
π=2 pulse phase is stepped to produce fringes. The postselection
probability decays with time according to a 29.3ð4Þ μs erasure
lifetime, while the postselected shots are fit to an exponential
decay with extrapolated T2 ¼ 849ð51Þ μs. 330 000 shots were
taken per point, but only a small fraction of these survive
postselection. (c) CPMG measurements on each underlying
transmon, if parked alone at the operating point, as well as on
the dual-rail qubit. Error bars are standard deviation of many
individual measurements. (d) T1 within the dual-rail subspace.
We measure the probability of ending in j1Li, postselected
against erasure errors, after initializing in either j1Li (blue) or
j0Li (orange). The difference between these traces is fit to an
exponential decay with fixed offset 0, giving T1 ¼ 906ð15Þ μs.
The 24 hour time trace of data comprising these dual-rail T1, T2

plots is shown in Appendix L.
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the erasure lifetime. Postselected against erasures, we find a
low residual error rate of 5.06ð6Þ × 10−5 per X90, averaged
over a 24 hour period, with the remaining error likely
limited by a combination of residual decoherence within
the logical subspace and coherent calibration errors. These
error rates constitute an erasure noise bias of 43(1), and
show that single-qubit gates preserve the large noise bias
achieved while idling.

IV. MIDCIRCUIT ERASURE DETECTION
USING AN ANCILLA QUBIT

We next turn to the characterization of midcircuit erasure
detection. Our erasure check relies on a dispersive shift
(2π × 1.6 MHz) induced on the ancilla qubit when the
dual-rail qubit is in the logical subspace (j0Li; j1Li) relative
to when it is in j00i [Fig. 1(e); precise shifts given in
Appendix G] [34]. The erasure check consists of a 540 ns
square microwave pulse on the ancilla qubit whose length
is chosen to excite the ancilla only if the dual rail is in j00i
and not if the dual rail is in its logical subspace [Fig. 1(e)].
After the microwave pulse, we perform a 340 ns readout of
the ancilla transmon (Appendix B).
There are three metrics to evaluate the performance of

erasure detection, motivated by the proposed use of erasure
checks in an error-correcting code [13,14]. First, false-
positive errors are those in which no error occurred but an
erasure is falsely flagged. Second, false-negative errors are
those in which an erasure error occurs but is not correctly
flagged. Finally, erasure-check-induced dephasing is the
dephasing on the dual-rail qubit induced by checking for
an erasure error when no such error had occurred. To
establish target performance levels for these metrics, we
consider a surface code protocol in which an erasure check
is performed alongside each 2-qubit gate to prevent the
diffusion of errors. Erasure check errors will add to the
effective error rates of the gates, and in instances where
the erasure check is slower than the gates, an additional
error will also be introduced due to the time associated
with the erasure check. For concreteness, we benchmark
against 1% erasure error per gate and 0.1% Pauli error per
gate; this pair of error rates is comfortably below the
surface code threshold [14].
False positives are characterized by initializing the dual

rail in j1Li, performing an erasure check, and then reading
out the dual-rail pair [Fig. 4(a)]. We postselect on the final
pairwise readout showing the correct state was initialized,
and measure the probability that the erasure check
correctly indicated no error. We find a false-positive rate
of 0.58(1)% for j1Li, limited by accidental excitation of
the ancilla when the dual rail has not decayed. We find a
higher false-positive rate of ∼0.8% for the logical state
jþLi [measured independently in Fig. 4(c)], which we
take as an effective average rate that does not distinguish
between assignment errors and any mechanism which
may induce an erasure error during the check. In a surface

code context, this type of error would “inject” extra
erasure errors into the system, and should thus be
compared to the 1% erasure error target.
False negatives are characterized by initializing the dual

rail in j00i, performing an erasure check, and then post-
selecting on a final readout which shows j00i [Fig. 4(b)].
We find a false-negative rate of 1.54(1)%, limited by T1

decay of the ancilla during readout. In a surface code,
the quantity of interest is the probability that an erasure
event occurred and was not properly flagged in detection,
thus persisting and possibly propagating to undetectable
Pauli errors. The probability of such an event is the
chance of an erasure error during the erasure check,

FIG. 4. Characterizing midcircuit erasure detection. (a),(b) We
characterize false-positive and false-negative errors by initializing
a target state, either j1Li or j00i, performing an erasure check, and
then analyzing its results postselected on a final readout con-
firming the correct initialization. We ensure initialization of the
ancilla in j0i by postselecting on an additional prereadout before
the sequence begins (not shown). (c) We characterize erasure-
check-induced dephasing by inserting a variable number of
checks into a spin-echo experiment with fixed total evolution
time T ¼ 114 μs. The N erasure checks are evenly spaced with
separation time τe ¼ T=N. We vary the phase of the final π=2
pulse to measure the remaining degree of coherence, postselected
on all erasure checks indicating no erasure. Coherence appears to
grow with a small number of checks due to properly catching and
postselecting against leakage into j00i which reheats into the
subspace. This effect saturates, after which we observe little
dephasing per check at the level of < 0.1% (see Appendix I). The
postselection probability (right-hand subplot) decreases with
increasing erasure checks, first due to discarding shots with
leakage, then saturating at a rate of ∼0.8% per check which we
interpret as a combination of false-positive assignment errors and
check-induced erasure events. We note that a positive erasure
detection event can with low probability, 0.0293(3)%, reexcite
the dual-rail qubit (see Appendix B).
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Tcheck=Terasure ∼ 2.9%, multiplied by the false negative rate.
The probability of a missed erasure is then 0.04%,
comfortably below the 0.1% target Pauli level.
Finally, we measure the dephasing induced by each

erasure check by performing a spin-echo measurement on
the dual rail and inserting a variable number of erasure
checks [Fig. 4(c)]. The dual-rail coherence appears to
improve and then plateau when inserting a small number
of erasure checks, as these checks correctly eliminate shots
in which the system decayed to j00i and then heated back
into the subspace. As more checks are inserted, remaining
phase coherence degrades only minimally, from which we
compute a conservative upper bound of < 0.1% error per
erasure check (Appendix I). Such dephasing errors inject
undetectable Pauli errors in each check, and thus should be
compared to the target 0.1% Pauli error level.
While the fidelities for these three metrics are below

their respective surface code thresholds, the current
erasure check time (880 ns) is slower than 2-qubit gate
protocols in this architecture of ∼200 ns [14,28], and
would contribute a larger erasure error of Tcheck=Terasure ∼
2.9% per gate. Faster erasure checks can be achieved
through larger dispersive couplings and optimized ancilla
readout [35], or by using a single symmetrically coupled
readout resonator [14]. Additionally, ancilla reset and
reinitialization of the dual rail after an erasure event are
still needed, and we expect implementations can be
closely adapted from standard transmon reset and leakage
reduction protocols [36–38].

V. ROBUST OPERATION AT FLEXIBLE
OPERATING POINTS

The dual-rail qubit enables a large erasure noise bias as
well as high-fidelity erasure detection. Importantly, these
features are not fine-tuned based on special operating
frequencies, but instead can be preserved at a broad range
of operating points. This robustness offers a significant
advantage over standard architectures in which tunable
transmons are expected to operate close to their flux-
insensitive sweet spots, but may be unable to due to
frequency collisions, parasitic modes, or TLSs. While
operating tunable transmons away from the sweet spot is
possible, extensive dynamical decoupling is needed to
recover T2 performance, and this decoupling may compli-
cate single-qubit or multiqubit gates [39]. In the dual-rail
qubit, however, this noise suppression is achieved pas-
sively, and carries over into the operation of single-qubit
gates, erasure detection, and proposed implementations of
multiqubit gates [14].
We test this robustness by parking the two dual-rail

transmons at several operating points over a 350 MHz band
from 4.75 to 5.1 GHz which is mutually accessible by each.
We park each transmon individually at each of these
operating points to first characterize their individual proper-
ties, and find that Q2 has fairly uniform coherence over this

range since it is already far from its sweet spot, while Q1’s
coherence degrades as it is tuned away from the sweet spot
(Fig. 5). Across this full range, except for a narrow band at
4.96 GHz impacted by a TLS (discussed in Appendix O),
the dual-rail qubit preserves Techo

2 coherence of hundreds
of microseconds, from 366(20) to 550ð30Þ μs. While more
investigations are needed to fully understand coherence
limitations, these measurements highlight the resilience of
the dual-rail qubit to flux noise which normally precludes
operating at highly flux-sensitive points. Additional adjust-
ments of the qubit parameters, such as tuning ranges and
coupling strengths, may improve performance and robust-
ness further.

FIG. 5. Robust operation away from sweet spot. (a) The dual-
rail qubit can be operated anywhere the two transmons can be
brought onto resonance, forming an engineered “tunable” sweet
spot. (b) At a range of operating points, we measure Techo

2 of each
underlying transmon individually as well as of the dual-rail qubit.
With the exception of a narrow region around 4.96 GHz, the dual-
rail qubit maintains a coherence of several hundred microseconds
over most of this range [366ð20Þ–550ð30Þ μs], with the modest
degradation likely due to increased effects of Q1’s flux noise
away from its sweet spot (Appendix N). These coherence times
are over an order of magnitude larger than the higher-coherence
transmon (Q1) and more than 2 orders of magnitude larger than
Q2. The dip in dual-rail T2 at 4.96 GHz is likely explained by a
TLS coupled to Q2 which is near resonant with the upper hybrid
mode at this operating point; a similar reduction is present on Q2
directly at an offset operating point, as visible in supplementary
datasets presented in Appendix O. Error bars are standard
deviations of many fit results (individual dots) for Q1 and Q2,
and are fit uncertainties for the dual-rail qubit.
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VI. DISCUSSION AND OUTLOOK

These results show that the dual-rail qubit is a prom-
ising, highly coherent building block for erasure-based
error correction architectures. Coherence within the dual-
rail subspace, even for transmons which are individually
noisy, is approaching the millisecond regime, while the
erasure lifetime is set by the transmon T1. Subsequent
studies may complete the toolbox for operating an erasure
surface code, including developing 2-qubit gates between
dual-rail pairs [28], reinitializing dual-rail qubits after
erasure errors, and exploring novel erasure detection
mechanisms [14].
While the dual-rail transmon architecture is more com-

plex than standard transmon architectures, an optimized
approach can be taken which uses a single resonator for
both readout and erasure detection [14]. In this setup, a
dual-rail qubit involves only slightly more space on the
processor and only one additional control line compared to
standard transmons (Appendix P). For this modest increase
in complexity, the conversion of T1 decay to erasure errors
enables leveraging of higher thresholds and effectively
larger code distances as compared with Pauli errors,
offering a positive prospect for accelerating the path to
near-term below-threshold operation of error-corrected
processors and for long-term logical qubit performance.
Additionally, the broad effort toward scaling transmon
systems and improving transmon coherence will translate
naturally into the dual-rail architecture; for example,
improvement in transmon T1 will result in lower erasure
error rates.
The passive noise suppression also opens opportunities

to build dual-rail qubits out of other components which
have long T1 but shorter T2 coherence times. Candidate
components would include transmonlike circuits which
operate at lower values of EJ=EC, phase qubits, or
potentially fluxonium. Such physical qubits, which in
some regimes are undesirable when used on their own
due to short coherence, may form highly robust logical
qubits in a dual-rail architecture with improved erasure
lifetime while still maintaining strong phase coherence
within the dual-rail subspace.
Finally, in addition to prospects for enhancing logical

qubit performance, we note that the ability of erasure qubits
to postselect against errors may already offer significant
advantages for some tasks including quantum simulation
[23,40], sampling [41], and nonverifiable algorithms
[40,42,43]. For these applications, postselecting on the
lack of erasure errors enables more accurate reconstruction
of the probability distributions than would be achieved by
conventional quantum processors even with lower overall
error rates [23].

Note added.—Recently, we became aware of related work
on the dual-rail encoding in microwave cavities [44].
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APPENDIX A: SUPERCONDUCTING DEVICE

The superconducting quantum circuit is shown in Fig. 6,
and device parameters are summarized in Table I. Each of
the three transmons has a dedicated readout resonator, all of
which are coupled to a single transmission line. Q1 and Q3
have additional Purcell filters on their resonators. Transmon
capacitive couplings are realized via wedge couplers [45].
Our device is fabricated using electron-beam lithography

(EBL) to pattern components onto a 100 nm aluminum
ground plane. The ground plane is connected across
coplanar waveguides through crossovers, realized as alu-
minum air bridges. The Josephson junctions are aluminum
based, fabricated using EBL followed by double-angle
evaporation. The junction electrodes are shorted to the base
layer metallization using Al-based bandages.

TABLE I. Summary of device parameters. Transmon frequen-
cies and coherence times, coupling strengths gij, and readout
resonator (RO) frequencies ωRO and κ, χ values, reported at the
qubit idling points. Coherence values are the median of ∼25
measurements, with the listed uncertainty being the standard
deviation of those measurements (* except T�

2 for Q3, which is
from a single measurement). All coherence fits are to expo-
nential decays which properly capture the qualitative behavior
but neglect some small systematic deviations from exponential
behavior such as beating in Ramsey T�

2 fringes. The coupling g12
is directly measured, while the couplings g13 and g23 are
calculated based on the measured ancilla dispersive shifts in
Appendix G.

Property Q1 Q2 Q3 (ancilla)

ωmin=2π (GHz) 3.1 3.3 2.5
ωmax=2π (GHz) 5.1 6.1 3.95
ωidle=2π (GHz) 5.1 5.1 3.74
η=2π (MHz) 193 204 196
T1 (μs) 36(12) 14(4) 38(5)
T�
2 (μs) 31(14) 1.29(6) 4.4(2)*

g12=2π (MHz) 90.1 90.1
g13=2π (MHz) 8.4 8.4
g23=2π (MHz) 81.7 81.7
ωRO=2π (GHz) 7.749 7.511 7.341
χRO=2π (MHz) 3.73(7) 0.32(1) 2.53(3)
κRO=2π (MHz) 9.3(4) 0.87(2) 6.7(2)
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The device is wire bonded to a printed circuit board
and cooled to ∼10 mK at the base of a Bluefors dilution
refrigerator. Microwave and baseband signals are delivered
from custom control hardware based on a Xilinx RFSoC,
with the signal chains shown in Fig. 7.

APPENDIX B: TRANSMON READOUT

Fast transmon readout, particularly for the ancilla qubit,
is critical for erasure qubit experiments. We use a traveling
wave parametric amplifier (TWPA) [46] from MIT Lincoln
Laboratory to amplify readout signals and Purcell filters to
facilitate fast readout without degrading qubit lifetimes.
The ancilla readout consists of a 200 ns microwave tone
on the transmission line, while we integrate the readout
signal against a linear matched filter which extends for
an additional 140 ns after the drive tone ends [47]. We
assign thresholds in the IQ plane to preferentially minimize

false-positive rates (typically reaching ≲0.1%) at the cost
of slightly increasing false-negative rates, which are mainly
limited by the few-percent probability of T1 decay during
readout. This choice of threshold is helpful to minimize
false-positive rates during erasure detection.
The dual-rail transmons Q1 and Q2 are read out at the

end of the circuit over 1 μs. During this period, Q2 is flux
pulsed up to its maximum frequency at 6.1 GHz, while Q1
remains at 5.1 GHz. For the data in Fig. 5 in which we tune
the operating point of the dual-rail qubit below 5.1 GHz,
the final readout always occurs while Q2 is flux pulsed
back to its maximum frequency.
We observe that for some operating points, reading out

the ancilla can stimulate transitions on the dual-rail qubit.
We attribute these to measurement-induced state transitions
[48,49]. In particular, with the ancilla idling at 3.74 GHz,
we find that if the ancilla is excited, there is a small,
0.0293(3)%, chance that its readout will excite the dual-rail

FIG. 6. Optical image of superconducting device. False-color overlays indicate the functional purpose of each component needed to
define the transmon qubits, control them with microwave and flux lines, and perform readout.
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pair from j00i. This only occurs if the ancilla was actually
excited, which already flags that an erasure error occurred
on the dual-rail pair, and thus postselection against erasure
handles these errors. We further note that other types of
measurement-induced transitions, including fluctuating
behavior and transitions when the ancilla is in j0i, were
observed at other operating points for the ancilla, including
at its maximum frequency of 3.95 GHz, motivating the

operation of the ancilla below its maximum in this work.
In the future, such excitation events may be avoided by
alternate allocation of frequencies, or can be addressed by
resetting both the ancilla and data qubits after detection of
an erasure event.

APPENDIX C: DUAL-RAIL HAMILTONIAN
AND CONTROLS

The Hamiltonian for the three transmons comprising the
dual-rail and ancilla system is given as follows, treating the
transmons as nonlinear oscillators:

H ¼
X3
i¼1

�
ωia

†
i ai −

ηi
2
a†i a

†
i aiai

�
þ
X
i<j

gijða†i aj þ a†jaiÞ;

ðC1Þ

with the values of these parameters provided in Table I.
We work in a regime where the detuning between the
ancilla and the transmons,Δ ¼ ω3 − ω2 ≃ ω3 − ω1, is large
compared with the anharmonicity η ¼ η1 ≈ η2 ≈ η3 and the
intertransmon couplings gij. As such, the system is well
described by an effective dispersive Hamiltonian coupling
the ancilla and the dual-rail qubit.
This can be derived using the standard blackbox quan-

tization approach: One first diagonalizes the quadratic
parts of the above Hamiltonian, and writes the nonlinearity
in terms of the resulting eigenmodes (see, for example,
Ref. [14]). Keeping only resonant terms, and projecting
to the relevant states of the dual-rail qubit (j00i, j0Li,
j1Li), we have the following effective (rotating-frame)
Hamiltonian:

H ¼ 1

2
ðχ0j0Lih0Lj þ χ1j1Lih1LjÞσancz ; ðC2Þ

where χ0 ≈ χ1 ≈ 2ηðg223=Δ2Þ ≈ 2π × 1.5 MHz (see
Appendix G). This amounts to half the usual dispersive
coupling between a pair of transmons (Q2 and Q3), which
can be understood from the fact that each dual-rail mode
has half its weight in Q2.
The difference δχ ¼ χ1 − χ0 arises due to subleading

terms in g12=Δ (which lead to a small difference in detuning
between the ancilla and the two dual-rail modes), as well as
the presence of the small additional coupling g13 and
potentially a detuning δ ¼ ω1 − ω2. One obtains

δχ

χ̄
¼ 2

g12
Δ

þ 2
g13
g23

−
δ

g12
; ðC3Þ

to first order in η=Δ, gij=Δ, g13=g23, and δ=g12, where χ̄ is
the average of χ0 and χ1. The nonresonant terms in the
expansion of the nonlinear Hamiltonian add an additional
perturbative contribution to δχ=χ̄ which is of second order
in the above small parameters. In our parameter regime,

FIG. 7. Controls and cryogenic wiring. We show the signal
chain including components at various temperature stages within
the dilution refrigerator. A single readout chain is used for the
processor. Each qubit has an XY control line, as well as a slow-
flux line which is combined with a fast-flux line on a bias tee with
the capacitor removed from the fast-flux side to enable low-
frequency flux pulses. The fast-flux line for Q2 is generated by
combining a signal which is low-pass filtered (cutoff< 22 MHz),
used for flux-assisted readout, along with another source which is
attenuated and high-pass filtered (cutoff > 41 MHz), used for
flux modulation at 2g ¼ 2π × 180 MHz to drive single-qubit
gates; this setup mitigates high-frequency control noise which
could limit the dual-rail T1. The fast-flux lines for the other qubits
(Q1 and Q3) are not needed for these experiments and are
terminated with 50 Ω at room temperature (not shown).
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jδχ=χ̄j ≪ 1, enabling the erasure-check approach illus-
trated in Fig. 1(e).
Control fields. The two main control fields for the dual-

rail qubit are (1) microwave initialization (j00i → j1Li) and
(2) flux modulation for driving single-qubit gates. Since the
dual-rail modes are hybridized across Q1 and Q2, these
fields can in principle be applied to either transmon. In
particular, a charge drive applied to either transmon can
couple from j00i to both logical states [as is visible in the
spectroscopy signal in Fig. 8(a)].
For single-qubit gates, we consider a simplified

Hamiltonian for Q1 and Q2, given by H ¼ gðσþ1 σ−2 þ
H:c:Þ þ δðtÞσz2 describing a pair of coupled qubits with a
time-dependent differential frequency [28]. Modulating
δðtÞ at frequency 2g drives resonant rotations within
the logical subspace. This frequency modulation can be
realized by flux modulation on either transmon, but it is
preferable to modulate the transmon whose frequency
versus flux sensitivity is most linear to avoid shifts in
the average frequency during modulation.

APPENDIX D: DUAL-RAIL QUBIT
CALIBRATION

The dual-rail qubit calibration procedure is as follows.
(1) Identify approximate operating points. Spectro-

scopically measure the avoided crossing between
the two transmons to identify which flux offsets
bring the transmons on resonance [as shown in
Fig. 1(b)].

(2) Initialize the dual-rail qubit. With both transmons
parked at the operating point, apply a microwave
drive at one of the two hybrid mode frequencies and
scan its amplitude to calibrate a π pulse from j00i to
j0Li or j1Li [Fig. 8(a)].

(3) Calibrate gates within the subspace. To calibrate
an approximate π=2 and π pulse induced by flux
modulation of one qubit, we perform two microwave
π pulses on the j00i to j1Li transition with the
flux-modulation pulse applied in between to detect
population transfer from j1Li to j0Li. We scan the
amplitude of the flux-modulation pulse to obtain an
approximate π=2 and π pulse [Fig. 8(b)].

(4) Refine flux bias on transmons. We subsequently
refine the calibration by performing a Ramsey
sequence on the dual-rail qubit to more precisely
measure the dual-rail frequency [Fig. 8(c)]. We
repeat this as a function of flux offset on one qubit
to find the operating point which minimizes the
dual-rail frequency, which optimizes the robustness
of the dual-rail qubit to flux noise (example shown
in Fig. 15).

APPENDIX E: REFINING SINGLE-QUBIT
GATE CALIBRATION

The single-qubit gate is a flux-modulation pulse on Q2 at
the dual-rail frequency 2g ¼ 2π × 180 MHz. The pulse is
48 ns with a Gaussian envelope (σ ¼ 12 ns). We calibrate
the amplitude of the pulse by repeated application to
optimize the rotation angle [50]. We subsequently calibrate

FIG. 8. Dual-rail calibration procedure. (a) After parking the transmons on resonance, we perform microwave spectroscopy to identify
the two hybrid modes j0Li and j1Li at ω0 � g. A small additional feature at ω0 − η=2 is observed, which is a two-photon resonance
going to higher excited states; its near overlap with the transition to j0Li is particular to these parameters where g ∼ η=2, so for this
device we choose to initialize j1Li. Inset: excitation probability as we scan the pulse amplitude on the j1Li resonance. (b) We calibrate
flux-modulation gates by applying a flux-modulation pulse of variable amplitude in between two microwave pulses; this measurement
detects population transfer from j1Li to j0Li induced by the flux pulse, and is used to approximately calibrate a π=2 or π pulse within the
dual-rail subspace. (c) A Ramsey experiment used to measure the dual-rail frequency relative to a reference frequency. We show here the
full bit-string probabilities of the Q1 and Q2 readout; the 01 and 10 results are interpreted as representing population in j0Li and j1Li,
respectively, prior to the adiabatic separation of qubits during readout.
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a ZðϕÞ phase correction with ϕ ¼ 0.067 rad to be applied
after every X90 due to small shifts in the dual-rail
frequency during the gate [33,51]. Z rotations are applied
virtually by shifting the phase of the flux-modulation rf
drive [33,52]. The speed of the gate can be optimized to
approach the Larmor period of ∼6 ns set by the inverse
of the qubit frequency 2g ¼ 2π × 180 MHz, enabling
similar gate speeds to that of transmons with typical
2π × 200 MHz anharmonicity.
Other single-qubit gate schemes are also possible with

rf qubits such as the dual-rail qubit, closely analogous to
single-qubit gate schemes with heavy fluxonium [53].
In particular, baseband flux pulses have been demon-
strated to realize exact gates at the maximum speed
given by the Larmor period of the qubit [28]. Such fast
gates may be optimal for improving single-qubit gate
fidelity, but require more complex calibration and
preclude the use of phase shifts on the rf field to realize
virtual Z gates.

APPENDIX F: RANDOMIZED BENCHMARKING
DETAILS AND SUPPLEMENTARY DATA

We show in Fig. 9 an example timing diagram for
a single-qubit randomized benchmarking sequence with
400 Cliffords. This sequence is representative of nearly all
experiments presented in this work, with the main vari-
ability being the sequence of flux-modulation pulses being
applied on the fast-flux line of Q2 to induce a particular
choice and timing of single-qubit gates.
In the main text, the erasure error and residual error per

gate are computed using postselection based on both the
midcircuit erasure checks and the final dual-rail readout.

This evaluates most directly the gate fidelity within the
dual-rail subspace, separating out the performance
of midcircuit erasure detection and the final readout.
If we instead postselect only on the midcircuit erasure
checks, we find nearly the same gate error rates as shown
in Fig. 10.

FIG. 9. Experimental sequence for randomized benchmarking. The sequence begins with ∼350 μs idle time for the transmons to relax
into j0i. A microwave pulse on Q1 initializes the dual-rail qubit in j1Li. A sequence of Cliffords is then applied, each composed of two
X90 pulses with a particular phase shift of the drive field. Shown here is a sequence with 400 Cliffords (800 X90s). In parallel with this
sequence, 11 erasure checks are performed, evenly spaced across the full circuit. Finally, a baseband flux pulse is applied to Q2 to
adiabatically separate Q1 and Q2, during which these qubits are read out. FF stands for fast flux.

FIG. 10. Randomized benchmarking postselection protocols.
(a) The final dual-rail readout, postselected only on midcircuit
erasure checks (left-hand panel), shows a gradual decline in the
ideal outcome Pð10Þ, as well as a background of Pð00Þ ≈ 10%
due to readout errors. The Pð10Þ trace does not decay to a known
offset, but a fit to Ae−pN is valid for short times and gives an error
of p ¼ 1.10ð2Þ × 10−4 per Clifford. This result is close to the
error rate evaluated with additional postselection against j00i and
j11i in the final readout (right-hand panel), which as reported in
the main text has error 1.01ð1Þ × 10−4. (b) The erasure error per
Clifford is computed based on the decay of postselection
probability with increasing circuit depth, and gives nearly the
same fitted erasure probability per Clifford when using just
midcircuit erasure checks [0.437(3)%] as when using both
midcircuit checks and final readout as reported in the main text
[0.438(3)%].
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APPENDIX G: DISPERSIVE SHIFTS OF THE
DUAL-RAIL QUBIT ON THE ANCILLA

The ancilla qubit’s frequency is shifted depending
on whether the dual-rail pair is in j00i, j0Li, or j1Li.
While we illustrate this shift with microwave spectroscopy
in Fig. 1(e), we also use a Ramsey sequence to precisely
characterize these shifts. Specifically, we perform a
Ramsey experiment on the ancilla to measure its frequency
after initializing the dual-rail qubit in its three possible
states. We find that the dispersive shift on the ancilla
when the dual-rail goes from j00i to j0Li and j1Li is
2π × ½1.514ð4Þ; 1.610ð4Þ� MHz, respectively. The slight
differential shift between the two logical states is
2π × 96ð4Þ kHz.

APPENDIX H: DETERMINISTIC PHASE SHIFT
INDUCED BY ERASURE CHECK

The ancilla-based erasure check induces a small deter-
ministic phase shift on the dual-rail qubit, in addition to a
potential dephasing error discussed in Appendix I. To
characterize the deterministic phase shift, we repeat the
experiment performed in Fig. 4(c) in which we insert a
variable number of erasure checks into a fixed-time spin
echo experiment; rather than inserting them in a balanced
way (equal number of checks in both halves of the spin-
echo sequence), we insert all checks in the first half or all
checks in the second half (Fig. 11). By comparing the
final dual-rail phase (measured by scanning the phase of the
final π=2 pulse), we assess that the induced phase shift is

0.0142(3) rad per check. This deterministic shift is correct-
able in circuits with virtual Z gates.

APPENDIX I: BOUNDING DEPHASING ERROR
INDUCED BY ERASURE CHECKS

In Fig. 4(c) of the main text, we present a spin-echo
experiment in which we measure the remaining phase
coherence of the dual-rail qubit after 114 μs as a function of
how many erasure checks are inserted in the gap. As we add
more erasure checks, we eliminate shots for which the
system decayed to j00i and heated back into the subspace.
This effect should plateau once there is a certain density of
erasure checks, which we expect to be the plateau observed
starting at N ≥ 16 checks. Assuming this model, the
residual decay from 16 to 128 checks gives a dephasing
error per check of perr ¼ 0.035%.
This analysis, however, is not rigorous as we cannot rule

out that as we apply more postselection, the coherence
should appear to continue to grow, and that this effect may
be balanced by a larger amount of dephasing from more
checks. We can bound such a model in the following way.
To start, we evaluate the worst-case scenario, in which the
true coherence is perfect after the 114 μs evolution time,
and that the measured phase coherence of 77.4(1.1)% after
128 checks is purely due to dephasing from the checks:
0.774 ≥ e−Nperr , from which we conclude a rigorous upper
bound on the error perr ≤ 0.2%.
This worst-case scenario is unrealistic, as it requires

(1) perfect idling coherence of the dual-rail qubit in the
absence of erasures and (2) the low coherence after N ¼ 16
erasure checks is fully explained by the imperfect post-
selection. We improve these assumptions as follows: To
begin, we bound how much imperfect postselection can
contribute at N ≥ 16 based on independent T2 coherence
measurements where we use 11 checks and more dynami-
cal decoupling. In such experiments, we have ≥ 85%
coherence remaining after 114 μs, including readout and
pulse errors; this means that the imperfect postselection can
only contribute ≤ 15% of the loss of coherence for N ¼ 16;
such a bound implies a slightly stronger upper bound for
the erasure-check dephasing error of perr ≤ 0.16%. Even
so, this bound assumes that in the absence of erasures, the
dual rail retains 95% coherence after 114 μs, consistent
with an exponential decay time of Techo

2 ¼ 2.2 ms. For a
general Techo

2 , we would have that 0.774 ¼ e−τ=T
echo
2 e−Nperr ,

or equivalently, perr¼½−lnð0.774Þ−τ=Techo
2 �=128. Plugging

in our independently measured Techo
2 ¼ 540 μs presented

in Fig. 2 which predicts that the true coherence remaining
would only be ∼80%, consistent with the observed plateau,
this would give us a smaller error estimate of perr≈0.035%.
We hypothesize that this error may be related to measure-
ment-induced state transitions while reading out the
ancilla. In this work, we report a more conservative upper
bound of perr < 0.1%, which could be violated only if

FIG. 11. Deterministic phase shift induced by erasure check.
(a) In a similar experiment to that presented in Fig. 4, we perform
a spin echo and insert a variable number of erasure checks into
either the first half, the second half, or both halves of the
sequence. (b) We see that the phase of the dual-rail qubit is
essentially independent of the number of erasure checks when
balanced across both arms, but picks up a phase shift proportional
to the number of checks when all checks are applied within one
arm. The phase accumulation per check fits to 0.0142(3) rad.
(c) We illustrate example phase measurements of the points
circled in (b), in which we scan the phase of the final π=2 pulse in
the spin-echo sequence and fit to a sinusoidal model.

H. LEVINE et al. PHYS. REV. X 14, 011051 (2024)

011051-12



Techo
2 ≳ 900 μs, and leave a more focused investigation

for future work.

APPENDIX J: LIMITS IMPOSED
BY TRANSMON HEATING

The primary leakage mechanism of the dual-rail qubit is
T1 decay of underlying transmons that leaves the system
in j00i. However, the transmons individually have a slow
heating timescale which is given by Theat ≈ T1=pequil,
where pequil is the thermal excitation probability of the
individual transmons. We measure pequil ¼ 0.2ð1Þ% (using
single-shot readout methods), so while the T1 decay which
leads to the erasure lifetime of the dual rail is ∼30 μs, the
heating timescale is ∼15 ms.
This heating mechanism gives rise to two important

effects. Firstly, population that has accumulated in j00i can
return into the dual-rail subspace through heating. If we
only postselect against leakage based on the final readout of
the dual-rail pair, then such decay and reheating events, in
which all phase coherence was lost, are not detectable and
appear to limit the dual-rail coherence. Surprisingly, despite
the long > 10 ms timescale for heating, the timescale for
dephasing due to decay and reheating is actually the much
shorter time T1.
To see why, we compare the coherent population which

remains in the dual-rail subspace (without decaying) to
the total population ending in the dual-rail subspace
including decay and reheating. The probability of never
decaying is e−t=T1 , while the probability of ending in the
dual-rail subspace is given by thermal equilibration dynam-
ics: ð1 − 2pequilÞe−t=T1 þ 2pequil, where 2pequil is double
the single-transmon thermal population as there are two
transmons which may be excited. The ratio between these
defines the coherence function:

CðtÞ ¼ e−t=T1

ð1 − 2pequilÞe−t=T1 þ 2pequil
: ðJ1Þ

The dephasing time where CðtÞ ¼ 1=e is

Tdeph ≈ T1 ln
e − 1

2pequil
; ðJ2Þ

which is several times T1 for typical values of pequil (i.e.,
Tdeph ≈ 6T1 for pequil ¼ 0.2%), with only a logarithmic
dependence on pequil or equivalently the heating time-
scale Theat.
Midcircuit erasure detection, however, effectively miti-

gates the contribution of this effect as long as the erasure
checks are performed sufficiently frequently. Analytically,
for N perfect erasure checks evenly spaced in a total time t,
the remaining coherence would be CðtÞ → Cðt=NÞN .
Experimentally, we compare dual-rail coherence measure-
ments with varying numbers of erasure checks in Fig. 12 to

ensure that we mitigate this contribution and are not limited
by this mechanism after ∼300 μs of evolution. In the main
text, we use 11 erasure checks, evenly spaced during the
free evolution time, for the data in all figures.
The second leakage mechanism is direct heating from the

dual-rail subspace into the two-photon subspace spanned
by j11i, j02i, and j20i, which, due to the additional
channels for heating, has a 3× combined rate compared
to the heating rate Γ0→1 of a single transmon (i.e., from j01i
the heating into j11i occurs at rate Γ0→1 while the heating
into j02i occurs at 2Γ0→1 due to the larger matrix element).
Such heating events will be followed by decay back into the
dual-rail subspace and will similarly appear as decoherence
with timescale T2 ∼ Theat=3 ∼ 5 ms. This will typically set
an upper limit on how much coherence can be observed
within the dual-rail subspace, as such events are not caught
by midcircuit erasure detection as currently implemented.
To circumvent this limit, one could expand the erasure
detection protocol to detect not only leakage to j00i but
also leakage to the two-photon subspace. Such an
approach is a feasible extension of the ancilla qubit
method described in this work, and may reduce the
requirements on transmon temperature to enable working
at higher cryostat temperatures.

APPENDIX K: TELEGRAPH NOISE
IN THE DUAL-RAIL QUBIT

The main text presents dual-rail coherence with dynami-
cal decoupling. Without dynamical decoupling, the dual-
rail Ramsey coherence exhibits fluctuating behavior,
sometimes showing “beat-note-like” decay and revival
[see Fig. 13(a) for two representative Ramsey measure-
ments averaged over ∼1 min].
By instead using short Ramsey experiments to measure

the dual-rail frequency in second-scale intervals, we

FIG. 12. Varying the number of erasure checks during coherence
measurements. When measuring dual-rail T2 or T1 with no erasure
checks, the coherence appears to rapidly decay over 200–300 μs
due to leakage to j00i which then heats back into the dual-rail
subspace. As we add more erasure checks (evenly spaced through-
out the sequence for each variable length), we find that 11 erasure
checks is enough to eliminate the contribution of such instances so
that we can more accurately probe coherence within the subspace.
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directly observe that this behavior is explained by telegraph
noise, with a switching amplitude of ∼60 kHz and switch-
ing timescale of tens of seconds [Fig. 13(b), upper panel].
Interleaving such measurements with Ramsey measure-
ments on Q1 when parked alone at the same operating
point, we find that both exhibit similar scale and time-
correlated switching [Fig. 13(b), middle panel].
We attribute this to a flickering TLS mode at 4.98 GHz

by interleaving the above frequency measurements with a
spectroscopy measurement on Q1 in which we initialize Q1
in j1i and flux pulse it to a variable frequency for 1 μs and
observe if the excitation is lost [45]. We find a clear
correlation between the presence of a dark mode at
4.98 GHz with the frequency shift observed both on Q1
alone and on the dual-rail qubit.
While this telegraph noise is sufficiently slow that dynami-

cal decoupling easily addresses it, interactions between the
dual-rail qubit and proximal TLSmodeswarrant further study
to understand what types of impacts TLSs may have on dual-
rail qubits beyond just dispersive shifts and also potentially to
probe TLS physics with a complementary toolbox to trans-
mon probes (see Appendix N 3 for further discussion).

APPENDIX L: DUAL-RAIL QUBIT
STABILITY OVER TIME

While the dual-rail frequency flickers on slow timescales
due to telegraph noise, the behavior with even minimal

dynamical decoupling (i.e., a single echo pulse) shows
much more stable performance over long time intervals.
The coherence data presented in the main text Fig. 2 was
averaged over ∼24 hours, and in Fig. 14 we show the data
in discrete chunks during this window.
From the same datasets, we similarly extract the erasure

lifetime over the measurement period, and find moderate
fluctuations between 20 and 40 μs, consistent with typical
T1 fluctuations for individual transmons. Somewhat surpris-
ingly, we note that the two dual-rail logical states exhibit
different erasure lifetimes, each of which fluctuate seemingly
independently. While naively we would assume that each
mode would have the same erasure lifetime given by the
average T1 decay rate of the two constituent transmons, this
differential may be due to frequency-dependent effects
which are differently resonant with the two hybrid modes.

APPENDIX M: DUAL-RAIL COHERENCE
AND NOISE SUPPRESSION

The energy gap of the dual-rail qubit is determined
primarily by the capacitive coupling strength g between
transmons, and is only weakly sensitive to the detuning
between the transmons. For transmon frequencies ω1, ω2,
the dual-rail energy is given by

EDR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2gÞ2 þ ðω1 − ω2Þ2

q
≈ 2gþ ðω1 − ω2Þ2

4g
; ðM1Þ

FIG. 13. Telegraph noise on the dual-rail qubit. (a) We show two typical Ramsey T�
2 measurements, integrated for ∼1 min. Within the

envelope of not decaying to j00i, we see fringes which track the phase coherence of the dual-rail qubit. We find in some cases stable
fringes (upper plot) and in other cases decay-revival behavior (lower plot). (b) By repeatedly measuring the dual-rail frequency over
shorter time intervals, we identify telegraphlike switching in the frequency. Integrating a Ramsey experiment for longer than this
switching time gives rise to the beating effect seen in (a). By interleaving this time-resolved measurement with similar time-resolved
measurements of Q1’s frequency and flux-pulse spectroscopy measurements on Q1, we note that this switching is present in similar
scales on both the dual-rail and Q1 and is tied to the toggling of a TLS-like mode at 4.98 GHz. When the TLS is present, it reduces the
readout fidelity of Q1 leading to a reduced contrast in the spectroscopy slice.
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thus offering quadratic suppression of the detuning
between transmons. However, the Hamiltonian coupling
strength g, produced by a fixed capacitance between the
qubits, itself scales with qubit frequency as g ∝ ffiffiffiffiffiffiffiffiffiffiffi

ω1ω2

p
.

Defining a reference operating frequency for the qubits ω0

with corresponding coupling strength g0, and with relative
detunings δ1;2 ¼ ω1;2 − ω0, the energy gap takes the
following form assuming δ1;2 ≪ g0 ≪ ω0:

EDR ¼ 2g0 þ
g0
ω0

ðδ1 þ δ2Þ þ
ðδ1 − δ2Þ2

4g0
: ðM2Þ

When operating at δ1 ¼ δ2 ¼ 0, the final term offers
quadratic suppression, but the overall energy gap retains a
linear sensitivity to qubit frequency noise scaled down by
∂EDR=∂δ1;2 ¼ g0=ω0 ≈ 0.018 ≈ 1=57. If the qubits are
limited by 1=f noise, this would predict that the dual-rail
coherence is scaled linearly with this factor.
By introducing a small detuning, however, the dual-rail

energy gap can become linearly insensitive to frequency
noise on one of the two qubits (∂EDR=∂δ1 ¼ 0), at the cost
of a larger sensitivity to the other ð∂EDR=∂δ2 ¼ 2g0=ω0).
This is done by parking at δ1 ¼ δ2 − 2g20=ω0; i.e., one qubit
is parked below the other qubit by an amount 2g20=ω0 ≈
2π × 3.2 MHz for the current device parameters. Letting
ϵ1, ϵ2 now be deviations from these target operating points,
we have

EDR ¼
�
2g0 −

g30
ω2
0

�
þ 2g0ϵ2

ω0

þ ðϵ1 − ϵ2Þ2
4g0

: ðM3Þ

FIG. 14. Stability of dual-rail coherence metrics. The coherence measurements presented in Fig. 2 were averaged over data acquired
over ∼24 h. Here, we analyze subsets of the same dataset in a time-resolved way to track the fitted coherence metrics during that period.
We show three representative metrics: (a) CPMGwith one π pulse, (b) CPMGwith 64 π pulses, and (c) T1 within the dual-rail subspace.
In each plot, we additionally show the erasure lifetime extracted during each measurement. For the T1 measurement, this erasure lifetime
is extracted separately for the two logical states and found to be fluctuating differently for the two states, despite the measurements being
taken in an interleaved fashion. Large discrepancies between the erasure lifetimes of the two logical states can lead to dephasing of the
dual-rail qubit, but this effect is mitigated by dynamical decoupling.

FIG. 15. Measuring dependence of dual-rail frequency on
transmon flux. At the two extremal operating points from Fig. 5,
we measure how the dual-rail frequency shifts as we shift the flux
on one of the two transmons away from its calibrated operating
point (upper row). Each point here is measured with a Ramsey
experiment on the dual-rail qubit. The functional form is
dependent both on how the dual-rail frequency changes with
underlying transmon frequency and also how the transmon
frequency shifts with flux. By independently calibrating how
the transmon frequencies change in this range, we plot the
same data with an altered x axis that reflects instead how much
the transmon frequency shifted (bottom row). In both rows, the
transparent trace is the analytic model from Eq. (M3), with the
only adjusted parameters being the calibrated dual-rail energy
gap at each operating point.
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This is a preferable operating point if one qubit is noisier
than the other, which is in practice often the case.
This type of local optimum is found automatically

through a calibration procedure in which one transmon
is parked at a target operating point (ideally, its flux sweet
spot), and then the other transmon is tuned near resonance,
where the dual-rail energy gap is measured as a function
of flux on the scanning transmon. The operating flux is
selected as the one which minimizes the dual-rail energy
gap, thus minimizing sensitivity to flux noise. After
calibrating in this way, we check the validity of this model
by measuring the dual-rail frequency as we scan flux on
each qubit and find excellent agreement (Fig. 15).
We use this strategy at each operating point studied in

Fig. 5. As a result, we expect the dominant contribution
from transmon frequency noise to dual-rail dephasing to
come from the linear suppression on Q1. Quantitative
estimates of these effects are provided in Appendix N.

APPENDIX N: MECHANISMS FOR
DUAL-RAIL DECOHERENCE

Here, we enumerate several mechanisms which can
contribute to dual-rail dephasing and where possible
estimate the associated timescales.

1. Flux noise

Flux noise induces frequency noise on the individual
transmons. The transmon frequency noise can affect the
dual-rail qubit in two ways: (1) the dual-rail energy gap is
sensitive to frequency noise on the underlying qubits
according to Eq. (M3), which can cause dephasing of the
dual-rail qubit, and (2) high-frequency noise at the dual-
rail energy gap 2g can cause T1-limiting bit-flip tran-
sitions within the dual-rail subspace. The rate of such
decoherence mechanisms depends heavily on the noise
spectrum; while we do not have a full model for the
qubit noise spectrum, we assess the influence of two
paradigmatic noise processes below: 1=f noise and
Johnson-Nyquist noise.

a. 1=f noise

To assess the possible influence of 1=f noise, we
consider a noise spectrum which is scaled in amplitude
to give a particular coherence time when applied to a single
transmon alone. We focus on the Techo

ϕ dephasing time, that
is the pure-dephasing time in a spin-echo experiment on a
single transmon, which is preferable to analyze over the
Ramsey dephasing time as it is insensitive to the divergence
of 1=f at low frequencies.
Firstly, we consider bit flips induced by 1=f noise

extending up to 2g ¼ 2π × 180 MHz. We consider a
two-sided frequency noise spectrum SðωÞ ¼ 2πA2=jωj
which gives rise to a spin-echo dephasing time for a single
transmon of Techo

ϕ ¼ ½A ffiffiffiffiffiffiffiffi
ln 2

p �−1 [54]. With the same noise

applied to one transmon within a dual-rail pair, the dual-rail
T1 would be limited as TDR

1 ¼ 2=Sð2gÞ [55]; using
A ¼ ½Techo

ϕ

ffiffiffiffiffiffiffiffi
ln 2

p �−1, we see that the dual-rail TDR
1 is related

to the single-transmon coherence as

TDR
1 ¼ 2 ln 2

π
gðTecho

ϕ Þ2: ðN1Þ

For a noise amplitude which gives reasonable qubit
coherences of Techo

ϕ > 3 μs (a lower bound for each
measured transmon in the dual-rail pair), the limit on the
dual-rail coherence would be TDR

1 > 2.2 ms. This is likely
a conservative upper bound on the true 1=f noise con-
tributions, as the noisier qubit Q2’s Techo

2 is likely limited
by extra low-frequency noise from the control hardware
which is low-pass filtered to < 2π × 20 MHz and would
not extend high enough in frequency to reach 2g; as such,
we expect this noise contribution not to limit our measured
dual-rail T1.
Secondly, we consider the dephasing induced by fre-

quency noise on Q1 which is linearly suppressed by a
factor of 2g0=ω0 ≈ 1=28. For 1=f noise, the dual-rail
coherence would be scaled by this linear factor, with
TDR
2 ≈ 28 × Techo

ϕ . Q1 exhibits a low pure-dephasing rate
at its sweet spot, with Techo

ϕ > 100 μs; if this were due to
1=f noise, it would correspond to a dual-rail dephasing
time of > 2.8 ms, again not limiting for current experi-
ments. In the furthest operating point where Q1 is on its
slope, it exhibits a dephasing time of Techo

ϕ ≈ 37ð9Þ μs,
which would correspond to a dual-rail dephasing time of
TDR
2 ≈ 1 ms. While this is not limiting, this additional

contribution is consistent with the decrease in TDR
2 mea-

sured from the best operating point [TDR
2 ≈ 550ð30Þ μs] to

the worst operating point [TDR
2 ≈ 366ð20Þ μs] as shown

in Fig. 16.
Finally, we consider the dephasing induced by frequency

noise on Q2 which is quadratically suppressed. We numeri-
cally simulate 1=f noise, with an amplitude scaled accord-
ing to the measured TQ2

2 ¼ 3 μs, and find that the
contributions to dual-rail dephasing are at the level of
∼35 ms. While this 1=f model likely is not an accurate
description of Q2’s noise spectrum, particularly due the
presence of noise from the control hardware, this illustrates
the efficacy of noise suppression in the dual-rail qubit,
and we leave a further detailed study of noise spectra for
future work.

b. Thermal Johnson-Nyquist noise in flux lines

Our flux lines are thermalized at 4 K without significant
further attenuation at lower temperature stages. As such, we
expect thermal Johnson-Nyquist noise at this characteristic
temperature to be carried down the flux lines and affect
the qubits. The induced two-sided spectrum describing
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transmon frequency noise due to equilibrium current
fluctuations is, for ω ≪ kBT,

SðωÞ ≈ 2

�
∂ωT

∂Φe

�
2

M2
kBT
Z

; ðN2Þ

where ∂ωT=∂Φe is the sensitivity of the transmon frequency
with respect to external flux, M is the mutual inductance
to the flux line, kB is the Boltzmann constant, T is the
effective noise temperature, and Z is the transmission line
impedance. The noise spectrum at �2g drives bit flips
within the dual-rail subspace with a combined T1 limit of
TDR
1 ¼ 2=Sð2gÞ [55].
This noise affects both qubits according to their slopes

∂ωT=∂Φe and their mutual inductances which are both
M ≈ 1.28 pH. At the main operating point, Q1’s slope
vanishes, leading to a contribution just from Q2 which has
slope 2π × 7.8 GHz=Φ0. Using T ¼ 4 K and Z ¼ 50Ω,
this predicts a limit of TDR

1 ≈ 1 ms, which is roughly
consistent with the measured T1. Further study is warranted
to evaluate more directly whether this is the dominant error
mechanism by altering the flux line configuration.

2. Photon fluctuations in readout resonators

Thermal fluctuations of photons in readout resonators
have been known to limit qubit coherence in superconduct-
ing architectures. While we do not have a precise estimate
for the thermal equilibrium population in the resonators,
we can bound such population based on how it would limit
the coherence of individual transmons. In particular, the
transmon dephasing induced by thermal fluctuations in a
coupled resonator is given by Γϕ ¼ 4χ2ηn̄=κ, where χ is

the dispersive coupling between the transmon and the
resonator, κ is the resonator linewidth, n̄ is the thermal
population, and η ¼ κ2=ðκ2 þ 4χ2Þ [57]. Using the readout
parameters of Table I, we bound thermal population
at n̄≲ 0.001, which would cause a dephasing time of
Tϕ ¼ 44 μs on Q1.
At this level of thermal population, we calculate how

these fluctuations would affect dual-rail TDR
1 and TDR

2 .
These fluctuations induce a Lorentzian noise spectrum on
the qubits, SðωÞ ¼ 8χ2κn̄=ðω2 þ κ2Þ [57], whose contri-
bution at the energy gap Sð2gÞ causes bit-flip errors in the
dual-rail subspace. We calculate that this contribution for
n̄ ¼ 0.001 would impose TDR

1 ¼ 2=Sð2gÞ ≈ 10 ms [55].
To estimate the induced dephasing on the dual-rail qubit,

we numerically simulate the master equation for two
coupled qubits, each dispersively coupled to a readout
resonator with Hamiltonian,

H ¼ gðσ−1 σþ2 þ H:c:Þ þ
X
i¼1;2

χiσ
z
i a

†
i ai; ðN3Þ

along with collapse operators C↓
i ¼ ai

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κið1þ n̄Þp

and

C↑
i ¼ a†i

ffiffiffiffiffi
κn̄

p
. In this model, we find that the induced

dual-rail dephasing nearly saturates at the 2 × TDR
1 limit

imposed by the high-frequency part of the noise spectrum
Sð2gÞ. As such, we expect similarly that this dephasing is at
a scale of > 10 ms and thus not limiting.

3. Interaction with TLSs

Parasitic two-level systems which are coupled to either
of the two transmons comprising the dual-rail qubit can

FIG. 16. Supplementary coherence data across tunable operating band. We show T�
2, T

echo
2 , and T1 for both transmons Q1 and Q2 at

their range of operating points. For the dual-rail qubit, we show the Techo
2 as well as the erasure lifetime for each logical state. We find that

the dip in dual-rail coherence at 4.96 GHz corresponds to a drop in the j1Li erasure lifetime; this upper hybrid mode is at
4.96 GHzþ 90 MHz ¼ 5.05 GHz. We attribute this feature to a TLS coupled to Q2, which is independently seen as the sharp drop in
Q2’s T1 around 5.05 GHz. All individual points are fit results for single measurements; for the transmon data for Q1 and Q2, the average
result (error bar) is the median of the individual datasets (standard deviation). For the dual-rail T2 data, the average (error bar) is the fit
result of all datasets averaged together (fit uncertainty).
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affect its coherence. We consider a simple model with two
transmons (described as bosonic modes a1, a2) and a TLS
described by Pauli operators σx;y;zTLS . While a TLS may
dispersively shift its coupled transmon by a characteristic
χσza†a, it is insufficient to simply analyze this frequency
shift in the context of dual-rail frequency sensitivity, as
described by Eq. (M3). Instead, it is important to evaluate
how the TLS couples to the dual-rail logical states.
We start with the following Hamiltonian in the rotating

frame at the transmon frequency (excluding transmon
anharmonicity for simplicity):

HTLS ¼ gða†1a2 þ H:c:Þ þ Δ
2
σz þ λða†1σ− þ H:c:Þ: ðN4Þ

Rewriting in terms of the dual-rail eigenmodes
d� ¼ ð1= ffiffiffi

2
p Þða1 � a2Þ:

H¼ gðd†þdþ−d†−d−Þþ
Δ
2
σzþ

λffiffiffi
2

p (ðd†þþd†−Þσ−þH:c:):

ðN5Þ

The TLS is now coupled equally to the two dual-rail
eigenmodes at frequency �g, but possibly with a different
detuning to the two modes.
Several effects may emerge from this model. Firstly, if

the TLS has a short lifetime and is nearly resonant with
one mode, it can cause one logical state to have a faster
decay rate out of the dual-rail subspace. This is visible in
Fig. 16 when the dual-rail qubit is parked at 4.96 GHz,
while its upper mode is nearly resonant with a TLS which is
observed directly on Q2 when parked at this upper hybrid
mode frequency; specifically, we see that the upper mode
has a short erasure lifetime.
Secondly, if not right on resonance with a dual-rail mode,

the TLS becomes weakly hybridized with the modes,
inducing dispersive shifts. Letting Δ� ¼ Δ� g be the
detuning to each mode, then the dispersive shifts are
χ� ¼ λ2=2Δ�. The difference between these shifts, χDR ¼
χþ − χ−, is what causes dual-rail dephasing, as this
describes the effective dispersive coupling to the dual-rail
qubit. Importantly, jχDRj ¼ 2λ2g=ðΔ2 − g2Þ can be of the
same order of magnitude as the dispersive coupling directly
from the TLS onto a single isolated transmon, λ2=Δ.
Finally, the hybridization between the dual-rail modes

and the TLS can also cause the dual-rail qubit to inherit
noise processes associated with the TLS. Slow switching
can induce telegraph noise on the dual-rail qubit associated
with toggling dispersive shifts, as observed experimentally
and described in Fig. 13. (Notably, in this figure it is shown
that the telegraph noise on the dual-rail qubit is of similar
scale to that on the individual transmon, as compatible with
the above analysis). Faster noise processes, including
Markovian dephasing of the TLS, would include high-
frequency noise components that can drive transitions

between logical states, limiting the dual-rail TDR
1 , as well

as noise that contributes to direct dual-rail dephasing.
Further studies of how dual-rail qubits interact with

TLSs are warranted, as this approach may offer comple-
mentary tools to characterize the properties of TLSs beyond
what is available using single-transmon probes. For quan-
tum computing applications, however, the dual-rail qubit
primarily benefits by being able to tune its operating point
to dodge TLSs.

APPENDIX O: SUPPLEMENTARY DATA
ACROSS TUNABLE OPERATING POINTS

To supplement the core coherence metrics across the
tunable operating range presented in Fig. 5, we show in
Fig. 16 a more complete set of metrics across this range,
including T1; T�

2, and Techo
2 for the individual transmons

and the erasure lifetimes for the dual-rail qubit.
We note that the dip in dual-rail coherence which is

observed at ∼4.96 GHz is not matched with a dip in
coherence in either Q1 or Q2 at those operating points.
Instead, we attribute the dual-rail dip to a marked drop
in Q2’s T1 at around 5.07 GHz. We hypothesize that
these two dips are related because while the dual rail is
operated at 4.96 GHz, its eigenmodes are present at
4.96 GHZ� 90 MHz, putting the upper mode near reso-
nance with the TLS in Q2’s spectrum. This is consistent
with the notable reduction in the j1Li-state erasure lifetime
at this operating point.

APPENDIX P: CONTROL LINE AND CHIP
RESOURCE ESTIMATION

While the dual-rail qubit offers significant advantages
over standard transmons for quantum error correction,
it comes at higher cost in terms of chip complexity and
control lines. In this appendix, we enumerate such resource
costs for two different possible dual-rail architectures and
compare to two transmon-based architectures, with the
summary presented in Table II. In all schemes, including
dual rail and transmon based, we neglect resource costs for

TABLE II. Comparison of resource costs per qubit across
transmon-based architectures. These resource costs are based
on the discussion of each architecture in Appendix P.

Quantity per
qubit

Dual-rail,
ancilla
qubit

Dual-rail,
symmetric
resonator

Tunable
transmon

Fixed
transmon

Readout
resonators

3 1 1 1

XY lines 2 1 1 1
Z lines (total) 3 2 1 0
Z lines (fast flux) 1 1 1 0
Josephson
junctions

6 4 2 1
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tunable couplers, as similar coupler styles are possible in all
architectures.
(1) Dual rail with ancilla qubits. This scheme is the

approach adopted in this paper, in which each dual-
rail qubit is composed of two tunable transmons. An
ancilla transmon (which could be fixed or tunable,
but we assume tunable to maximize flexibility)
which is coupled to this pair is used to detect erasure
errors. All three transmons require a separate readout
resonator. XY lines are required only for the ancilla
and one of the dual-rail pair. Slow-flux tuning would
be needed for all, but fast flux would be needed only
on one of the dual-rail pair, both for modulation
to drive single-qubit gates and also baseband to
separate the pair for readout.

(2) Dual rail with symmetric readout resonator. As
described in Ref. [14], erasure detection can also
be done using a readout resonator which is sym-
metrically coupled to the dual-rail pair. This same
resonator can also be used to read out the final state
of the dual-rail pair, either by shelving population
outside of the dual-rail subspace (i.e., into j11i) or
by separating the transmons again using baseband
flux. As a result, only one readout resonator is
needed for the dual-rail qubit in this scheme, along
with one XY line for either of the two transmons,
slow flux for both, and fast flux for just one.

(3) Tunable transmons. A tunable-transmon approach,
as demonstrated in Ref. [1], involves one readout
resonator for each transmon, as well as an XY line
and fast-flux line, where in some cases the XY and Z
signals can be combined.

(4) Fixed transmons. Another standard fixed-transmon
approach, as demonstrated in Ref. [58], similarly
involves one readout resonator and XY line for each
transmon, with no flux control.
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[36] D. Ristè, C. C. Bultink, K. W. Lehnert, and L. DiCarlo,
Feedback control of a solid-state qubit using high-fidelity
projective measurement, Phys. Rev. Lett. 109, 240502
(2012).

[37] M. McEwen, D. Kafri, Z. Chen, J. Atalaya, K. J. Satzinger,
C. Quintana, P. V. Klimov, D. Sank, C. Gidney, A. G. Fowler
et al., Removing leakage-induced correlated errors in
superconducting quantum error correction, Nat. Commun.
12, 1761 (2021).

[38] J. Marques, H. Ali, B. Varbanov, M. Finkel, H. Veen, S. Van
Der Meer, S. Valles-Sanclemente, N. Muthusubramanian,
M. Beekman, N. Haider, B. Terhal, and L. DiCarlo, All-
microwave leakage reduction units for quantum error
correction with superconducting transmon qubits, Phys.
Rev. Lett. 130, 250602 (2023).

[39] K. Khodjasteh and L. Viola, Dynamically error-corrected
gates for universal quantum computation, Phys. Rev. Lett.
102, 080501 (2009).

[40] S. McArdle, X. Yuan, and S. Benjamin, Error-mitigated
digital quantum simulation, Phys. Rev. Lett. 122, 180501
(2019).

[41] T.-Y. Yang, Y.-X. Shen, Z.-K. Cao, and X.-B. Wang, Post-
selection in noisy Gaussian boson sampling: Part is better
than whole, Quantum Sci. Technol. 8, 045020 (2023).

[42] D. R. Simon, On the power of quantum computation,
SIAM J. Comput. 26, 1474 (1997).

[43] L. Botelho, A. Glos, A. Kundu, J. A. Miszczak, O. Salehi,
and Z. Zimborás, Error mitigation for variational quantum
algorithms through mid-circuit measurements, Phys. Rev. A
105, 022441 (2022).

[44] K. S. Chou, T. Shemma, H. McCarrick, T.-C. Chien, J. D.
Teoh, P. Winkel, A. Anderson, J. Chen, J. Curtis, S. J. de
Graaf et al., Demonstrating a superconducting dual-rail
cavity qubit with erasure-detected logical measurements,
arXiv:2307.03169.

[45] S. Krinner, N. Lacroix, A. Remm, A. Di Paolo, E. Genois,
C. Leroux, C. Hellings, S. Lazar, F. Swiadek, J. Herrmann,
G. J. Norris, C. K. Andersen, M. Müller, A. Blais, C.
Eichler, and A. Wallraff, Realizing repeated quantum
error correction in a distance-three surface code, Nature
(London) 605, 669 (2022).

[46] C. Macklin, K. O’Brien, D. Hover, M. E. Schwartz,
V. Bolkhovsky, X. Zhang, W. D. Oliver, and I. Siddiqi,
A near–quantum-limited Josephson traveling-wave para-
metric amplifier, Science 350, 307 (2015).

[47] C. A. Ryan, B. R. Johnson, J. M. Gambetta, J. M. Chow,
M. P. da Silva, O. E. Dial, and T. A. Ohki, Tomography via
correlation of noisy measurement records, Phys. Rev. A 91,
022118 (2015).

[48] D. Sank, Z. Chen, M. Khezri, J. Kelly, R. Barends, B.
Campbell, Y. Chen, B. Chiaro, A. Dunsworth, A. Fowler
et al., Measurement-induced state transitions in a super-
conducting qubit: Beyond the rotating wave approximation,
Phys. Rev. Lett. 117, 190503 (2016).

[49] M. Khezri, A. Opremcak, Z. Chen, K. C. Miao, M. McEwen,
A. Bengtsson, T. White, O. Naaman, D. Sank, A. N.
Korotkov, Y. Chen, and V. Smelyanskiy, Measurement-
induced state transitions in a superconducting qubit: Within
the rotating-wave approximation, Phys. Rev. Appl. 20,
054008 (2023).

[50] K. Rudinger, S. Kimmel, D. Lobser, and P. Maunz,
Experimental demonstration of a cheap and accurate phase
estimation, Phys. Rev. Lett. 118, 190502 (2017).

H. LEVINE et al. PHYS. REV. X 14, 011051 (2024)

011051-20

https://doi.org/10.1103/PRXQuantum.4.020358
https://doi.org/10.1038/s41586-023-06438-1
https://doi.org/10.1038/s41586-023-06516-4
https://doi.org/10.1103/PhysRevA.52.3489
https://doi.org/10.1038/nphys2035
https://doi.org/10.1038/ncomms11059
https://doi.org/10.1038/ncomms11059
https://doi.org/10.1103/PhysRevX.10.041051
https://doi.org/10.1103/PhysRevX.10.041051
https://doi.org/10.1038/nature10319
https://doi.org/10.1038/nature10319
https://doi.org/10.1126/science.abc5186
https://doi.org/10.1103/PhysRevApplied.15.034065
https://doi.org/10.1103/PhysRevApplied.15.034065
https://doi.org/10.1016/0022-2364(90)90331-3
https://doi.org/10.1016/0022-2364(90)90331-3
https://doi.org/10.1103/PhysRevA.96.022330
https://doi.org/10.1103/PhysRevA.96.022330
https://doi.org/10.1038/s41467-022-29906-0
https://doi.org/10.1038/s41467-022-29906-0
https://doi.org/10.1103/PhysRevApplied.10.034040
https://doi.org/10.1103/PhysRevApplied.10.034040
https://doi.org/10.1103/PhysRevLett.109.240502
https://doi.org/10.1103/PhysRevLett.109.240502
https://doi.org/10.1038/s41467-021-21982-y
https://doi.org/10.1038/s41467-021-21982-y
https://doi.org/10.1103/PhysRevLett.130.250602
https://doi.org/10.1103/PhysRevLett.130.250602
https://doi.org/10.1103/PhysRevLett.102.080501
https://doi.org/10.1103/PhysRevLett.102.080501
https://doi.org/10.1103/PhysRevLett.122.180501
https://doi.org/10.1103/PhysRevLett.122.180501
https://doi.org/10.1088/2058-9565/acf06c
https://doi.org/10.1137/S0097539796298637
https://doi.org/10.1103/PhysRevA.105.022441
https://doi.org/10.1103/PhysRevA.105.022441
https://arXiv.org/abs/2307.03169
https://doi.org/10.1038/s41586-022-04566-8
https://doi.org/10.1038/s41586-022-04566-8
https://doi.org/10.1126/science.aaa8525
https://doi.org/10.1103/PhysRevA.91.022118
https://doi.org/10.1103/PhysRevA.91.022118
https://doi.org/10.1103/PhysRevLett.117.190503
https://doi.org/10.1103/PhysRevApplied.20.054008
https://doi.org/10.1103/PhysRevApplied.20.054008
https://doi.org/10.1103/PhysRevLett.118.190502


[51] E. Lucero, J. Kelly, R. C. Bialczak, M. Lenander, M.
Mariantoni, M. Neeley, A. D. O’Connell, D. Sank, H.
Wang, M. Weides, J. Wenner, T. Yamamoto, A. N.
Cleland, and J. M. Martinis, Reduced phase error through
optimized control of a superconducting qubit, Phys. Rev. A
82, 042339 (2010).

[52] E. Knill, R. Laflamme, R. Martinez, and C.-H. Tseng,
An algorithmic benchmark for quantum information
processing, Nature (London) 404, 368 (2000).

[53] D. K. Weiss, H. Zhang, C. Ding, Y. Ma, D. I. Schuster, and
J. Koch, Fast high-fidelity gates for galvanically-coupled
fluxonium qubits using strong flux modulation, PRX Quan-
tum 3, 040336 (2022).

[54] J. Bylander, S. Gustavsson, F. Yan, F. Yoshihara, K. Harrabi,
G. Fitch, D. G. Cory, Y. Nakamura, J.-S. Tsai, and W. D.
Oliver, Noise spectroscopy through dynamical decoupling
with a superconducting flux qubit, Nat. Phys. 7, 565 (2011).

[55] The noise spectrum SðωÞ drives bit flips within the dual-rail
subspace with rates given by Fermi’s golden rule as
Γ0→1 ¼ Γ1→0 ¼ 1

4
Sð2gÞ, where the 1=4 accounts for the

matrix element between logical states [56]. Adding both bit-
flip rates leads to a combined T1 limit of TDR

1 ¼ 2=Sð2gÞ.
[56] A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and

R. J. Schoelkopf, Introduction to quantum noise, measure-
ment, and amplification, Rev. Mod. Phys. 82, 1155 (2010).

[57] P. Krantz, M. Kjaergaard, F. Yan, T. P. Orlando, S.
Gustavsson, and W. D. Oliver, A quantum engineer’s
guide to superconducting qubits, Appl. Phys. Rev. 6,
021318 (2019).

[58] P. Jurcevic, A. Javadi-Abhari, L. S. Bishop, I. Lauer, D. F.
Bogorin, M. Brink, L. Capelluto, O. Günlük, T. Itoko,
N. Kanazawa et al., Demonstration of quantum volume 64
on a superconducting quantum computing system, Quantum
Sci. Technol. 6, 025020 (2021).

DEMONSTRATING A LONG-COHERENCE DUAL-RAIL ERASURE … PHYS. REV. X 14, 011051 (2024)

011051-21

https://doi.org/10.1103/PhysRevA.82.042339
https://doi.org/10.1103/PhysRevA.82.042339
https://doi.org/10.1038/35006012
https://doi.org/10.1103/PRXQuantum.3.040336
https://doi.org/10.1103/PRXQuantum.3.040336
https://doi.org/10.1038/nphys1994
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1063/1.5089550
https://doi.org/10.1063/1.5089550
https://doi.org/10.1088/2058-9565/abe519
https://doi.org/10.1088/2058-9565/abe519

